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METHOD AND SYSTEM TO FILTER OUT
UNWANTED CONTENT FROM INCOMING
SOCIAL MEDIA DATA

1 SUMMARY

[0001] Social media users increasingly complain of
harassment through the receipt of unwanted content. Some
users no longer feel safe expressing themselves on social
media as a result of being subjected to such content. It is
unrealistic to expect that people refrain from social media
use to avoid such harassment. Social media use has become
a necessity in our economic and social lives. Therefore, the
need exists to filter out unwanted content, thereby creating
a safer social media environment. Social media companies
have been loath to police content on the sender side. Abusive
senders have been removed from social media platforms but
not with an automated system. Removal, a rare occurrence,
is subject to individual human evaluations. Moreover, such
interventions take place after the fact.

[0002] The disclosed method and system offer a solution
at the point where data are received. The system filters any
media including but not limited to text, images, audio, and
video. Incoming data is filtered through a classifier. A set of
trained Machine Learning (ML) classifier models separate
unwanted content and assign it to a separate set. Only
acceptable content is displayed on the main screen but the
user retains the ability to access the filtered out material. The
acceptable content comprises any neutral content including
but not limited to positive and neutral. Reporting of the
harassment is automated, obviating the need for the user to
take affirmative steps for each instance of harassment. The
main benefits of the system are: first, to filter out any
unwanted content comprising but not limited to harassment,
threat, abuse, sexual aggression, religious aggression, fake
news, and fake videos prior to viewing by recipients; second
to automate reporting. The term harassment comprises
threats, abuse, sexual, religious, and gender aggressions.

2 CROSS-REFERENCE

[0003] This application claims the benefit of and priority
under 35 U.S.C. § 119(e) to U.S. Patent Application No.
62/813,752, filed on Mar. 5, 2019, entitled, “System to filter
out harassment on social media on the receiver side,” which
is incorporated herein by reference in its entirety.

[0004] This application claims the benefit of and priority
under 35 U.S.C. § 119(e) to U.S. Patent Application No.
62/847,818, filed May 15, 2019, entitled “System filters out
harassment from incoming social media data,” which is
incorporated herein by reference in its entirety.

[0005] This application claims the benefit of and priority
under 35 U.S.C. § 119(e) to U.S. Patent Application No.
62/847,885, filed May 15, 2019, entitled “System to filter
out harassment on social media on the receiver side,” which
is incorporated herein by reference in its entirety.

[0006] This application claims the benefit of and priority
under 35 U.S.C. § 119(e) to U.S. patent application Ser. No.
16/786,225, filed Feb. 10, 2020, entitled “Method and sys-
tem to filter out harassment from incoming social media
data,” which is incorporated herein by reference in its
entirety.
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3 BACKGROUND AND PRIOR ART

[0007] In a Jan. 19, 2019 interview, Jack Dorsey, one of
the founders and the Chief Executive Officer of Twitter
revealed how surprised he and his colleagues were at the
prevalence of social media harassment: “We weren’t expect-
ing any of the abuse and harassment, and the ways that
people have weaponized the platform.” Dorsey explained
that they felt “responsible about it.” See Appendix, p.1.
[0008] Social media companies allow users to report abuse
and require verification by e-mail addresses, phone numbers,
or the identification of pictures to prevent robotic contact
attempts. But these mechanisms have proven fruitless to
stop harassment. Improvements in ML technology, however,
provide an opportunity to counter harassment.

[0009] ML algorithms are used to train known labeled data
for predicting the label of unlabeled data. This computa-
tional process is called a “classifier.” Classifiers can be
applied to text, images, audio, and video. In the 1990s, a
variety of text classification techniques started to demon-
strate reasonable performance (Nigam et al., 1999).

[0010] Text classifiers have become more accurate. News
providers have taken the lead in protecting conversations
with their readers or viewers from bad actors by using
machine learning technology to approve comments for pub-
lication on their websites. The Times, an English newspaper,
for instance, partnered in 2016 with a Google-owned tech-
nology incubator to score incoming comments by comparing
them to more than 16 million labeled Times comments going
back to 2007. Bassey Etim, “The Times Sharply Increases
Articles Open for Comments, Using Google’s Technology,”
New York Times, Jun. 13, 2017. See Appendix, p.16.
[0011] U.S. Ser. No. 10/031,977 issued on Jul. 24, 2018, to
Maycock, describes a solution to the problem of harassment
on social media. Maycock’s patent solves the issue by
filtering the data at the operating system level of the user
device. But accessing the operating system (called “jail-
breaking”) may violate user licensing agreements and the
law. (See 17 U.S.C. § 1201). The disclosed system proposes
to resolve the issue at a higher level without need to access
the operating system. Instead, to access data, an inter-
process technology communication system is used including
but not limited to an Application Programming Interface
(API), Representational State Transfer Rest (Rest API), and
Webhook.

4 SHORT DESCRIPTION OF DRAWINGS

[0012] FIG. 1—Classifiers filter out harassment from
incoming data from different platforms.

[0013] FIG. 2—System receiver side.

[0014] FIG. 3—Portal to access the different social media
platform data.

[0015] FIG. 4—Algorithm for filtering out harassment on
text.

[0016] FIG. 5—Algorithm to find the text on an image to

filter out harassment.

[0017] FIG. 6—Folder structure to enter data into the ML
classifiers.
[0018] FIG. 7—Tools for extracting features from text,

natural language, and machine learning.

[0019] FIG. 8—Max Entropy with different algorithms to
run.

[0020] FIG. 9—Training and test data to train and test MLL
classifier to create a model.
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[0021] FIG. 10A—Text Classifier training with param-
eters.
[0022] FIG. 10B—Improving the results by comparing the

Core ML and Auto ML classifiers.

[0023] FIG. 11—System sender side.

[0024] FIG. 12—Process of customization of the ML
models.

[0025] FIG.13—Overview of data filtered with a custom-

ized ML model.

5 DETAIL DESCRIPTION OF THE INVENTION

[0026] The method, system, and product comprise several
components: Receiver Side, Rest API, Webhook, a user
application running on devices, data collection, training,
evaluation and deployment of ML models on the user
device, reports, and any additional programs to process and
validate the data and the labeling.

[0027] FIG. 1 describes the incoming data 56, which are in
text, image, video, and audio format. The data from any
social media platforms 52, 53, 54, 55 are processed to solve
the harassing issue on social media. We apply a set 65 of ML,
classifier models 57, 58, 59, 60 on the incoming content 56.
Any classifier models comprising Apple Core ML, Google
Auto ML, or AWS ML determine if the incoming data 56 is
harassing. The classifier models separate the data into sets
comprising the harassment data set 62 and the neutral data
set 61. Only the neutral data are displayed to the receiver’s
main screen; the harassing content is filtered out. The
classification process is similar to the ML classifiers used to
filter out spam from emails. See Appendix, p.18. The system
uses any classifier including but not limited to the Apple
Core ML classifier to create classifier models for the iPhone.
See Appendix, p.20. For Android phones, the system uses
but is not limited to AutoML provided by Google.

[0028] ML classifiers process incoming image, audio, and
video data to detect unwanted content. Also, an additional
text classifier is trained with fake news data in order to detect
incoming fake news. The results of all the classifiers are
combined to finalize the result. The incoming data from each
platform are processed with a set of classifiers that were
previously trained with its own labeled data to create a
data-specific model.

[0029] 5.1 System—Incoming Data (FIG. 2)

[0030] FIG. 2 describes how the system processes the
incoming data 56 and how the data is transferred. ML
classifier models 57, 58, 59, 60 are applied to the incoming
data either on the device 108 or on the server 105 in order
to filter out unwanted content. The results from the classi-
fiers are analyzed to make the final decision.

[0031] 5.1.a Data Transfer

[0032] Social media platforms transtfer the content of user
data to a third party via an API that provides access that
could be Rest AP or Webhook depending on their own
internal social media platform rules. The data are routed via
two different paths, one path directly from social media
platforms to the user device via Rest API 102 and the other
from the social media platform to the server 105 and then to
the user device 108 via Webhook 103. The data are usually
delivered in JSON format.

Authorization Request (101)

[0033] Social media platforms 104 provide access to user
data to third parties when the users input their username and
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password. The system does not have access to the latter two.
The user runs the user application 116 to seek an authori-
zation request 101 from the social media platform 104 to
allow the application to access the user’s data. The social
media platform provides a token to allow for continuous
access. By saving the session, the user is able to re-enter the
application without having to log in again.

Rest API (102)

[0034] The function of the Rest API is to pull the data. It
provides a communication protocol between the user’s
device 108 and the social media platforms. After authoriza-
tion is granted, the protocol allows the user to request and
receive data. The social media platform 104 transfers the
data directly to the application 116 via Rest API 102.

Webhook (103)

[0035] The function of the Webhook is to push the data to
the server. Webhook 103 is typically used to transfer large
amounts of data. No request for data is required. The social
media platform sends data when it becomes available. The
use of Webhook 103 requires registration of a Unified
Resource Location (URL) through a domain service pro-
vider. The URL becomes the endpoint where the data are
received on the server 105.

[0036] Whenever there is new content for the user, the
social media platform 104 sends the data via Webhook to the
end-point on the server. The server listens for user content at
the end-point.

[0037] 5.1.b Server (105)

[0038] The system hardware needs to be expandable to
accommodate increasing numbers of users and development
growth. The different ML classifiers require the system to
have high processing power. Platforms that provide high
Central Processing Units (CPUs) usage and memory that are
expandable comprise Google Cloud, AWS Amazon, and
like. The server processes, labels, and stores labeled data in
any media and in multiple languages 115; trains, retrains,
and validates different sets of ML classifiers for each lan-
guage and each data type 114; and runs additional programs
112. These programs 112 collect harassment data; process
text, images, audio, and video; and create reports of the
harassment or fake news. The programs 112 will integrate
additional functionalities. The system runs on several cloud
servers across different geographic regions.

[0039] The data are in English and Italian, and the text
classifier models are trained with English labeled content
and Italian labeled content. In future versions, the system
will process additional languages and emoji.

Program Collecting Harassing Data (112)

[0040] Different in-house programs run on the server. One
such program collects harassing tweets from Twitter to
increase the size of the data set used to train the Text
Classifier model. The program uses the standard search
Twitter API to obtain specific harassing terms that are new
to the labeled data set. The URL “http://api.twitter.com/1.
1/search/tweets/json” is one of the many search APIs. The
specific hashtag searches return a series of tweets containing
harassing terms. Those tweets are labeled and added to the
existing set. The program also allows searches for specific
Twitter users to train the model to be exposed to different
styles of writing. For instance, the program searched for
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former President Obama’s tweets. After validating their
content, those tweets were added to the labeled neutral data
set for purposes of training. Later, the model was tested with
Michelle Obama’s tweets.

[0041] 5.1.c User Application (116)

[0042] FIG. 2 shows the user application 116 running on
any user device comprising iPhone, iPad, Android, Sam-
sung, and Window mobile 108. The data is received via any
inter-process communication technology including but not
limited to Rest API or Webhook. The application runs the
processes 111, compromising the classifier models 65 that
filter unwanted content in real-time on the incoming data;
the other component 109 represents what is displayed on the
device.

[0043] Unwanted content is separated but can still be
accessed with any clickable or sliding area including but not
limited to the TabBar icon 110 at the bottom of the display.
The user can modify the labeling if the user considers the
separated content as not harassing. Vice versa, neutral con-
tent can be labeled as harassing by sliding the content on the
screen and moving it to a different category. The modifica-
tions made by the user are sent to the server to retrain the
Model with the individual user preferences. The ML model
will be trained or retrained with data based on what users
define to be harassment or not. When the harassment content
is detected, a report 107 is sent for further proceedings on
solving the harassment issue.

[0044] FIG. 3 shows an application Graphic User Interface
(GUI) 206, a portal to access any social media platforms
comprising Twitter 201, Facebook 202, Instagram 203,
Reddit 204, and others 205. The portal allows users to
navigate from one social media platform to another in order
to access their user data from that platform without being
subjected to unwanted content. FIG. 3 shows radio buttons;
however, any GUI with functionality including but not
limited to sliding or clicking such as a TabBar could be used
instead of a radio button to access the social media data.
[0045] 5.1.d ML Classifiers (65)

[0046] ML classifiers 57, 58, 59, 60 are trained on the
server and run either on the server 105 or the user device
108.

Text Classifier Model to detect Harassment (57)

[0047] FIG. 4 describes how the bag-of-words 301 acts as
an adaptive filter to reduce text classifier inaccuracy. The
system trains text classifiers including but not limited to the
Apple Core ML, Google AutoML, AWS ML, Windows ML,
and Python ML. The trained model, when used with real-
time data, is initially not 100% accurate. The accuracy of the
model is then improved by increasing the size of the labeled
data set by collecting more labeled data from different
sources. To increase detection accuracy and to collect more
data for retraining the model, the system uses a filter which
is called a bag-of-words. The bag-of-words acts as an
adaptive filter by catching content as yet unknown to the
model. Afterward, the model is retrained with the unknown
content that has been classified by the bag-of-words filter as
harassment. The bag-of-words is subdivided into five sets, a
number that can be increased. The first set is hardcore
harassing terms. The second set has words evincing a milder
harassing tone. The third set has terms that have a double
meaning, with one of the meanings being harassing. The
fourth set contains phrases connecting the sub-list of “bad
actions” with the sub-list of the intended recipient of those
bad actions and the fifth set contains emojis. The number of
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sets might increase with the data needs. Content defined as
harassing has at least one word from the first, fourth, or fifth
set. The neutral content, however, may include words from
the set with moderate words (e.g., the word “stupid”) and/or
the set with double meaning terms.

[0048] Language detection 302 determines the language
of'the data. Then, a corresponding text classifier 57 is loaded
to process the incoming data 56. The classifier labels the
incoming content as harassing or neutral. In parallel, the data
go through the bag-of-words filter 301. While the bag-of-
words can aid to detect explicit abuse, it is used most
effectively in reinforcing the model to be more accurate by
detecting the unknown terms with which to retrain the
model.

[0049] Results from the model and the bag-of-words filter
are compared 303. If the model and filter results are the
same, then the data are placed in the corresponding category
304. If the results differ 305, the decision of the filter
overrides the one by the model. The discrepancy between
model and filter results is reported to the server for analysis.
On the server 105, the data collected with the correct label
is used to retrain the model 310.

[0050] To reduce the size of the bag of words we use
multiple approaches comprising a set of NLP algorithms
such as stemming and lemmatizing to reduce the inflectional
forms of each word into a common base or root and a
look-up table for words and phrases. Any lookup table that
compresses data comprising Gazetteer from Apple is used.

Image Classifier Model (58)

[0051] The system, in addition to detecting harassment in
text, also detects harassment on image content. Some images
contain text; others do not. If the image contains a text, the
system detects the text. FIG. 5 describes how to capture
harassment on the text content of images 56, by applying an
Optical Characters Recognition (OCR) 402 to perform text
detection on the image. Once captured 403, the text is passed
through the ML text classifier model 57 to detect harass-
ment. If harassment is detected in text 406, then the label for
text content is set to harassing. If the text does not have
harassing content the label for the text is set as neutral 405.
After labeling the text, the system applies a set of processes
115 on the image to extract its features: color histogram;
texture; edge-direction coherence vector, Fast Fourier Trans-
form (FFT), face detection, and object detection, among
others. The extracted features are entered as the parameter of
the training of the model. The model is then run against the
image data, a process that will result in the categorization of
image content as harassing or neutral. The Apple Vision
framework works with Core ML by applying classification
models to images and preprocessing those images to make
machine learning tasks easier and more reliable. See Appen-
dix, p.20. The open-source MobileNet model, one of several
available classification models, identifies an image using
1000 classification categories. Another available model is
Visual Geometry Group (VGG), a convolutional neural
network model proposed by K. Zisserman from the Univer-
sity of Oxford in the paper, “Very Deep Convolutional
Networks for Large-Scale Image Recognition.” The VGG
model achieves 92.7% top-5 test accuracy in ImageNet,
which is a dataset of over 14 million images divided into
1000 classes.

[0052] Then, the image is run through the image classifier
model 58 to determine if the image is harassing or not.






